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V-1 (Section LI) You will need to read (and understand) the material in Proof Technique I (Mathematical
Induction) on page 728 to comlete this problem.
First a definition.
Definition LIR, Linearly Independent Rows: Given a matrix A let S be the set of column vectors for
the transpose of A, At.If the set S is linearly independent then we say the rows of A are linearly
independent.
Prove the following Theorem

Theorem 1 If the rows of a matrix A are linearly independent, then the rows of any matrix B that is
row-equivalent to A must also be linearly independent.

Notes:

1. The matrix B does not need to be in reduced row-echelon form.

2. First prove the theorem when B is obtained from A by a single elementary row operation. This will
establish the base case.

3. Be careful with this problem. It is tempting to think as follows: the matrices A and B both row-reduce
to the same matrix C which is in reduced row-echelon form. And if the column vectors of C are
linearly independent, we have a theorem that tells us the columns of any matrix that row-reduces
to C are also linearly independent. Note, however, that we do not have any theorems at all that tell
us when rows of a matrix are linearly independent.
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